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SYNOPSIS 

Mathematical models for simultaneous reaction and mass transfer occurring in the man- 
ufacture of high-viscosity condensation polymers are considered. Particle tracking exper- 
iments are used to estimate convective flow rates and mixing volumes in a disc-ring reactor 
configuration. These results are incorporated directly into a mixing-cell model without 
resorting to the use of restrictive assumptions regarding the convective mixing. Both a 
penetration theory model and a flash evaporation model are used to simulate the transport 
a t  the liquid-vapor interface. Although widely used in previous studies, the penetration 
theory model is ultimately rejected because it underpredicts the overall reactivity. Model 
results predict interactions between agitation rate, residence time, and the overall reaction 
rate for commercial-scale systems producing poly(ethy1ene terephthalate). The model is 
partially verified by comparison with degassing data. 0 1995 John Wiley & Sons, Inc. 

I NTRO D U CTlO N 

Manufacture of condensation polymers in a melt- 
phase process often requires continuous removal of 
the condensation product from the reaction mass to 
drive the reaction to high conversion. This occurs 
when the polycondensation reaction is reversible. 
At high conversion, the high viscosity of the melt 
decreases the rate of transport of the condensation 
product to the liquid surface and thereby reduces 
the overall reaction rate. A primary reactor design 
problem is to generate large amounts of surface area 
within the polymerization reactor in order to reduce 
the effective distance over which the condensation 
product must diffuse. A second problem is to ensure 
adequate mixing between the bulk of the reaction 
mass and the surface. This design challenge is cur- 
rently met using a variety of equipment configura- 
tions. Examples of commercial polycondensation 
reactor designs include twin-screw and multiple- 
screw extruders, twin-shaft paddle mixers, horizon- 
tal disc-ring reactors, and the more traditional (and 
less capable) stirred tank with an anchor agitator. 

* To whom correspondence should be addressed. 
Journal of Applied Polymer Science, Vol. 55, 761-772 (1995) 
0 1995 John Wiley & Sons, Inc. CCC 002l-S995/95/050761-12 

The interconnection of the mass-transfer problem 
and kinetic phenomena poses a serious challenge to 
modeling these reactors. The problem is aggravated 
by the fact that the mass-transfer rate of the con- 
densation product is a function of both the diffusiv- 
ity of the condensation product and the convective 
mixing. A fundamental understanding of the melt- 
phase polycondensation process is required to enable 
improved methods for design, scale-up, and opera- 
tion of commercial reactors. This need is magnified 
by current trends in commercial polymer product 
development, which include manufacture of in- 
creasingly high-viscosity polymers, use of low dif- 
fusivity condensation products, and development of 
more thermally sensitive polymer products. 

In a previous article,' the authors showed that 
several diverse models describing combined reaction 
and mass transfer in condensation polymer reactors 
can be represented by a single formula based upon 
an effectiveness factor. They considered models by 
Ault and Mellichamp' and Ravindranath and 
Mashelkar3 as well as three original forms. They 
also developed a general modeling framework based 
upon a mixing-cell concept and showed that the new 
framework can be represented by an effectiveness 
factor form and can be used to span the predictions 
generated by the previous models. 
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The objective of this article was to further the 
development by estimating model parameters di- 
rectly from mixing experiments. The general frame- 
work is retained while being applied to a specific 
system with complicated flow patterns. The results 
remain free from restrictive assumptions since the 
fluid motion itself is used to define the structure of 
the mixing cells in the model. 

The starting point of this research is the gener- 
ation of mixing data from experiments that simulate 
the convective mixing pattern of a commercial melt- 
phase polycondensation reactor. The disc-ring re- 
actor configuration has been chosen for the study 
and has been scaled-down to a laboratory-scale 
mixer. A model fluid that simulates the rheological 
behavior of the polymer melt is used in the mixer. 
The flow pattern of a particle embedded in the fluid 
is studied. Observation of the flow pattern leads to 
a conceptual discretization of the flow field into a 
few mixing cells. Mixing data generated in the ex- 
periment consist of a record of cells through which 
the particle travels and the times when it moves 
from one cell to another. These data are used to 
calculate the flow rates between each pair of cells 
and the volumes of the cells. The intercell flow rates 
and cell volumes are then used to develop a model 
that includes the combined effects of reaction and 
convective mixing and that predicts the overall re- 
action rate in a commercial-size vessel. This model 
is referred to in what follows as the multiple-cell 
model. 

To demonstrate that mixing in the bulk causes a 
significant effect on reactor performance, another 
mixing-cell model, referred to as the two-cell model, 
has been developed. In the two-cell model, mixing 
between regions in the bulk liquid pool is assumed 
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to be instantaneous. The structure of this model is 
similar to the multiple-cell model. Either form rep- 
resents an improvement on the traditional well- 
mixed or continuous-stirred-tank-reactor (CSTR) 
model, which, in the nomenclature used here, would 
be a single-cell model. 

In addition to the reaction and convective mixing 
processes referred to above, a key feature of this 
process is the devolatilization of condensation prod- 
uct at the liquid-vapor interface. A penetration the- 
ory model has been rejected due to the unrealistically 
low overall reaction rates predicted by this approach. 
In its place, a flash evaporation model is postulated. 

Finally, an experimental procedure has been de- 
veloped to partially verify the mixing-cell model by 
measuring the rate of degassing of carbon dioxide 
from the simulation fluid. The mixing-cell models 
(both the multiple- and two-cell models) have been 
modified to simulate the nonreactive degassing ex- 
periment and the simulated data are compared with 
the experimental data. 

M I X I N G  EXPERIMENTS 

The experimental mixing apparatus simulates a 
commercial disc-ring reactor. It consists of a trans- 
parent horizontal cylinder with a single disc 
mounted on a horizontal shaft running through the 
center of the chamber. A sketch of the apparatus is 
shown in Figure 1. The chamber is partially filled 
with an aqueous solution of polyacrylamide that 
matches (at  room temperature) the viscosity of 
molten poly (ethylene terephthalate) and is trans- 
parent enough to permit the tracking of an opaque 
particle embedded in the fluid using a video camera 

75 mm 

n Disc 

.1.1.1.1 I... f" 

L 
Front View 

L 

Side View 

Figure 1 Schematic of the mixing apparatus. 



and recorder. The mixing experiment setup is de- 
scribed in Figure 2. 

The number and arrangement of mixing cells is 
determined based upon qualitative observations of 
the flow pattern in the apparatus. The discretization 
pattern found in these experiments is shown in Fig- 
ure 3. The velocity of the particle in the liquid pool 
near the disc (cells 1 and 2 in Fig. 3 )  is much higher 
than is the velocity away from the disc (cell 3 in 
Fig. 3 ) .  The region of the disc exposed to the vapor 
space above the liquid is designated as cell 1. The 
submerged portion of the disc is designated as cell 
2.  The particle moves between cell 1 and cell 2 sev- 
eral times before leaving this region. As it circles 
around the disc, the particle moves toward the center 
of the disc and eventually falls off of the disc and 
enters cell 3. Although this same pattern was ob- 
served in these experiments for all disc rotation rates 
and fluid levels, it is likely that other patterns would 
be found if more extensive changes in the configu- 
ration or operating conditions were made. 

The discretization pattern shown in Figure 3 is 
translated into the arrangement of mixing cells 
shown in Figure 4. The location of feed and product 
streams is somewhat arbitrary. For the specific ap- 
plication at hand, cell 3 is used; both cells 2 and 3 
would be reasonable choices. The location affects 
the reactive simulations but has no impact on the 
mixing experiments themselves. It is assumed that 
the flow between cells is a t  a steady state. The linear 
arrangement of cells shown in Figure 4 then implies 
that the flow rate between any two cells must be the 
same in both directions. 

The mixing data, which consists of the record of 
mixing cells through which the particle moves and 
the times when it moves from cell to cell, can be 
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used to calculate the volume of each mixing cell and 
the intercell flow rates. Only the total volume of the 
liquid must be known beforehand. 

The mean residence time of the fluid in a cell is 
assumed to be the same as that of the particle. The 
experimental mean residence time of the particle in 
cell j is given by 

where ti,,p and are the times the particle enters 
and exits cell j corresponding to thepth observation 
for cell j ,  and mi is the number of observations for 
cell j .  If V, is the volume of mixing cell j ,  then the 
total flow rate, QOtj, entering or leaving cell j is re- 
lated to the mean residence time by 

The flow from cell j to cell k is the total flow out 
of cell j times the fraction of the total flow leaving 
cell j that enters cell k or the total flow into cell k 
times the fraction of the total flow entering cell k 
that comes from cell j .  Assuming that the flow rates 
between cells are proportional to the frequency of 
movement of the particle between cells, 

( 3 )  

Figure 2 Configuration of the equipment used in the mixing experiments. 



764 NEOGI AND SAMPSON 

- 
1 2 - 

Disc Liquid Surface 

Side View Front View 

Figure 3 Discretization pattern found from the experimental mixing studies. 
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In eq. ( 3 ) ,  Qjk is the flow rate from cell j to cell k ;  
nM, the number of mixing cells; and n j , k ,  the number 
of times the particle travels from cell j to cell k .  

After substituting eq. ( 2  ) into eq. ( 3  ) , the follow- 
ing relationship can be derived for the ratio of the 
volumes of any two mixing cells: 

(4) 

The volume of cell j can then be related to the vol- 
ume ratios given in eq. (4) and the total volume of 
all the mixing cells by 

(5)  

where VM is the total volume of fluid in the reactor. 
The volume of each mixing cell and the intercell 

flow rates obtained for the laboratory mixer have 
been scaled up for a commercial-scale reactor and 
incorporated into the reactive simulation described 
in the next section. The scale-up has been achieved 
by maintaining geometric and dynamic similarity 
between the two  reactor^.^ The following equations 
are used to scale-up the mixing data: 

and 

Product 
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In the above equations, the variables with the bar 
are the scaled-up variables. DR is the reactor di- 
ameter; A,,  the exposed surface area on the disc; 
and N ,  the shaft speed. Equations ( 6 )  and (7)  
maintain the geometric similarity. Equations ( 8) 
and (9)  maintain a constant Froude number and 
Reynolds number during scale-up. 

The intercell flow rates calculated by the method 
described above apply to both batch and continuous 
flow systems. As long as the flow rate from outside 
the system into any given cell is the same as the 
flow rate leaving the system from the same cell, and 
as long as the flow rates into and out of the system 
are low enough to ignore inertial effects, the intercell 
flow rates will be unaffected. 

REACTIVE S I MU LATl ONS 

Amon and Denson5 and Ault and Mellichamp6 de- 
veloped models for wiped-film reactors assuming 
that the bulk is well mixed and that the film entering 
the liquid pool mixes with the pool completely. Mu- 
rakami et al.7 used the same approach for a disc- 
ring reactor. Applying the same type of analysis in 
a different chemical system, Ravetkar and Kale' and 
Yamane and Yoshida' also assumed that the film 
mixed perfectly with the bulk liquid when modeling 
gas absorption into low viscosity liquids using a 
disc-ring contactor. More recently, Suga and 
Boongorsrang" recognized the importance of the 
limited mixing between the liquid film and the bulk 
liquid and developed a model based upon a boundary 
layer analysis of the submerged liquid near the disc. 

In more recent articles, Laubriet et a1.l' and Saint 
Martin and Choi l2 developed a comprehensive model 
for final polymer reactors by using a film resistance 
mass-transfer coefficient to describe the mass- 
transfer resistance. Convective mixing between the 
bulk and liquid film was not considered. Of particular 
relevance to this work, Saint Martin and Choil' also 
concluded that the use of penetration theory gives 
unrealistically low reaction rates. 

The multiple-cell model developed here elimi- 
nates the need for restrictive mixing assumptions 
by letting the mixing data suggest the number and 
configuration of mixing cells. The bulk is divided 
into two cells in this work. More divisions may be 
needed in other configurations or with operating 
conditions not explored in this study. For the pur- 
pose of comparison, a two-cell model has also been 
developed. It assumes that the entire liquid pool is 
well mixed. 

Both the multiple-cell and two-cell models as- 
sume that a fraction of the bulk is continuously 
withdrawn as a film on the surface of the disc and 
that mass transfer of the condensation product OC- 

curs from the film to the surrounding vapor space. 
In this study, both a penetration theory model and 
a flash evaporation model are used to describe the 
transport from film to vapor. They are used in both 
the two-cell and multiple-cell models. 

The penetration theory is based upon the concept 
originally put forth by Higbie.13 This theory assumes 
that the time of exposure of a fluid to mass transfer 
is short so that the concentration gradient in the 
film does not have time to fully develop and the fluid 
behaves as a semi-infinite plane. This type of ap- 
proach has been used previously by Ravindranath 
and Ma~helkar ,~ Ault and Mellichamp,2r6 Amon and 
D e n ~ o n , ~  Secor, '* and Murakami et aL7 to model 
film-generating polycondensation reactors. 

The operating pressure and temperature in a 
typical reactor used for the manufacture of 
poly (ethylene terephtalate) (PET) suggests the 
possibility of the formation of bubbles in the interior 
of the liquid. Since the static head in the liquid pool 
is often significant relative to the head space pres- 
sure, the concentration of the condensation product 
(ethylene glycol for the case of PET production) in 
the liquid may exceed the concentration in equilib- 
rium with the vapor phase. The flash evaporization 
mechanism considered here assumes that the liquid 
withdrawn by the disc forms bubbles as the static 
head is removed and that the condensation product 
in the bubbles is removed spontaneously and in- 
stantaneously from the film as the bubbles collapse 
into the vapor-liquid interface. This assumption is 
essentially opposite from the penetration theory 
model and will overpredict the transport rate ob- 
served in practice due to its inherent idealizations. 

Each cell is modeled as a CSTR with chemical 
reaction occurring in the cell. One could logically 
argue that both cells 1 and 2 would be better modeled 
as plug-flow reactors because the fluid adheres to 
the disc as it rotates; however, the practical distinc- 
tion is minimal and the CSTR approach is more 
attractive because of its simplicity. The practical 
significance is low since the residence time of the 
fluid on the disc is much shorter than is the overall 
residence time of the fluid in the reactor. To sub- 
stantiate this claim, a separate simulation has been 
performed approximating the plug-flow character- 
istics of cells 1 and 2 with a CSTR-in-series model 
containing 20 mixing cells or CSTRs. When the 
simulation with 20 cells is compared to the simu- 
lation with two cells, the largest difference observed 
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between them is a change in the predicted degree of 
polymerization (DP) from 57.3 to 57.6. 

Transport occurs between cell 1 and the vapor 
space, among the cells, and between one cell and the 
feed and product streams. For the case of the pen- 
etration theory model, the cell with transport to the 
vapor is not modeled as a CSTR. Flow rates between 
mixing cells are based upon scale-up from the mixing 
experiments. 

Development of the general model equations for 
a continuous flow system begins with the general 
polycondensation reaction 

2s1 5 s2 + s3 
where S1 is a reactive end group; S2, the polymer 
repeat unit; and Ss, the condensation product. The 
reaction rate expression is given by 

where Ci,, is the liquid-phase concentration of the 
ith chemical component in the j t h  cell; k,  the forward 
reaction rate constant; and K ,  the equilibrium con- 
stant. The rate of formation for the components in 
mixing cell j is given by 

Rl,j = -2rj j = 1, 2, 3 , .  . . , n (11) 

(12) RZsj = R3,j = rj j = 1, 2, 3 , .  . . , n 

A general material balance equation governing the 
concentration of each species is given by 

i = 1, 2, 3 (13) 

A transient form of the equations is presented here 
even though the steady-state solution is desired. The 
steady-state solution is generated from the asymp- 
totic behavior of the solution as time increases. This 
approach is computationally simpler than solving 
the nonlinear algebra problem associated with the 
steady-state formulation. Note that the cell volumes 
are assumed to be constant. Note also that the de- 
velopment beginning with eq. (13) applies to a gen- 
eral configuration of cells rather than the specific 
set of three cells found in the mixing experiments 
and that a distinct form is required in some cases 
as described below. 

The material balance equation for the cell into 
which the feed is introduced and from which the 
product is withdrawn is given by 

where Ci,o is the concentration of the ith component 
in the feed, and Qo, the volumetric flow rate of the 
feed and product streams. This cell has been des- 
ignated as cell n. 

The rest of the development diverges for the two 
different mass-transfer models. For the penetration 
theory, both the cell with transport to the vapor, 
cell 1, and the cell connected to it, cell 2,  require 
special consideration. The material balance equation 
for any component in cell 2 is 

Equations (14) and (15) are distinguished by the 
fact that ei,, is the average concentration of the ith 
component in the fluid coming from cell 1. Other 
cells are well mixed, in which case there is no dis- 
tinction between di,J and Ci,,. 

Using penetration theory, Ci,l is calculated by 
solving a diffusion and reaction equation for cell 1: 

d2Ci 
dte dx2 
-- d C i ~ l  - Di - + Ri,l i = 1, 2, 3 (16) 

Here, Di is the diffusivity of the ith component; te, 
the exposure time on the exposed surface; and x, the 
distance from the surface of the film. Since the dif- 
fusion coefficients for polymer molecules are much 
smaller than that for the smaller condensation 
product molecule, we can approximate 

D1 = 0 2  = 0 (17) 

Equation (16) becomes a first-order ordinary differ- 
ential equation when eq. (17) is used for components 
1 and 2; however, eq. (16) will still depend on x via 
the reaction term. 

Approximating the film as a semi-infinite domain, 
the boundary conditions required to solve eq. (16) 
are 
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ci,~ = ci,~ for x 2 0, t, = 0 i = 1, 2, 3 (18) 

and 

where C,* is the concentration of component i in 
equilibrium with the vapor. The average concentra- 
tion of the ith component in the fluid element leav- 
ing cell 1 is given by 

where T, is the total exposure time on the surface 
of the disc, and L, the film thickness. 

Equations (13)-(15) need to be solved simulta- 
neously using a numerical initial value method such 
as Runge-Kutta. Then, for each numerical time step, 
eqs. (16)-(21) must also be solved numerically. This 
approach requires excessive computational time and 
is susceptible to large numerical errors. To avoid 
this problem, a linearized penetration theory devel- 
oped by Ravindranath and Mashelkar3 is used here. 

Using the linearized penetration theory, an 
expression for the average molar flux of the con- 
densation product, Nav, is postulated as 

N,, = [ c 3 , 2  - c,*]tJO,iz, for IZ,T, > 10 (22) 

where 

(23) 

Equation (22) is derived by assuming that the rate 
of formation of the condensation product (compo- 
nent 3) in the film is equal to the rate of desorption 
of the condensation product out of the film. This 
assumption implies that no reaction occurs in the 
rest of the mixing cells. The final penetration theory 
model used here does allow reaction to occur in other 
mixing cells. The significance of this contradiction 
is low. Trial computations that suppress the reaction 
in the other cells are almost indistinguishable from 
those that allow the reaction to occur. 

Using eq. (22), the overall material balance equa- 
tions for the three components in cell l are given 
by 

and 

For component 1, the molar flux is multiplied by a 
factor of 2 because the rate of reaction of component 
1 is equal to twice the rate of reaction of component 
2 or component 3. 

Substituting eqs. (24)-(26) into eq. (15) gives 

and 

The flash evaporization mechanism requires dif- 
ferent material balances for cells 1 and 2. It is as- 
sumed that the material flowing into the cell is su- 
persaturated with the condensation product and that 
vapor bubbles are formed and escape from the liquid 
as soon as the fluid enters the cell. The concentration 
of condensation product throughout the cell is set 
by the vapor-liquid equilibrium: 

Since cell 1 is modeled as being well mixed, the gov- 
erning equations for components 1 and 2 are 

In this case, eq. (13) will be applicable to cell 2 along 
with the other cells. 

The same modeling principles described above are 
applied to develop the two-cell model. The only dif- 
ference is the number of cells. The feed is introduced 
into cell 2 and the product is withdrawn from cell 
2. The volume of cell 2 is equal to the total volume 
of all mixing cells excluding the volume of cell 1. 

Results from both the multiple-cell model and 
two-cell model, using both penetration theory and 
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flash evaporization mechanisms, are presented in 
Figures 5-7. Results are expressed in terms of the 
degree of polymerization. The two-cell and multiple- 
cell models with the flash evaporization mechanism 
are identified as Model 1 and Model 2, respectively. 
The two-cell and multiple-cell models with pene- 
tration theory are referred to as Model 3 and Model 
4, respectively. 

Reaction and physical property parameters cor- 
respond to a typical PET manufacturing process. 
These include a rate constant (k) of 0.1 m3/kmol/s 
compared to a range of 9.17 - to 0.152 m3/kmol/ 
s reported by Stevenson and Nettle~on, '~ an equi- 
librium constant (K)  of 0.5 compared to a range of 
0.5 to 1 used by Ravindranath and Mashelkar," an 
operating pressure of 0.0656 kN/m2 (0.5 Torr) com- 
pared to a range of 0.0656 to 0.137 kN/m2 described 
by Ravindranath and Ma~helkar, '~ a temperature of 
553 K (280°C), and a diffusivity of the condensation 
product of 1.6. lo-' m2/s compared to a range of 
8.2 - m2/s reported by Rafler et al." to 1.6 - lo-' 
m2/s reported by Pel1 and Davis.lg The vapor pres- 
sure of ethylene glycol is calculated using a corre- 
lation given by Fontana.20 The intercell flow rates 
and surface areas are calculated based on the results 
from the mixing experiments and are scaled-up to 
a 2.4 m diameter reactor. The intercell flow rates 
and surface areas depend on the shaft speed and the 
volume of the fluid in the reactor. 

Figure 5 shows the effect of shaft speed on the 
performance of a commercial PET reactor for a feed 
DP of 50 and a residence time of 2.5 h. The DP of 
the product increases as the shaft speed increases 
but levels off a t  high rpm's. The change in DP be- 
tween the multiple-cell and two-cell models for the 
case of the penetration theory model is smaller than 
for the case of the flash evaporization mechanism. 
The difference between the multiple-cell model and 
the two-cell model for both the flash evaporization 
mechanism and the penetration theory models de- 
creases as the rotation rate increases. 

Differences between the two-cell and multiple- 
cell models can be explained qualitatively by the 
fact that the change in DP depends on the resistance 
to transport within the bulk, from the bulk to the 
surface, and from the surface to overhead vapor. The 
multiple-cell model recognizes the resistance to 
transport within the bulk whereas the two-cell model 
does not. This effect is less pronounced for the pen- 
etration theory (Models 3 and 4) where the resis- 
tance from the disc to the vapor space dominates. 
The DP predicted by the models with the flash eva- 
porization mechanism is higher than that predicted 
by the models with the penetration theory, because 
in the former case, there is no resistance to mass 
transfer from the surface. As the rotation rate in- 
creases, the bulk becomes more well mixed and the 
resistance to transport within the bulk diminishes. 

Model 1 

Model 2 5 
1 1 :5 1 2 

- 
0% 

Shaft Speed (rpm) 
5 

Figure 5 Effect of shaft speed on product DP. Feed DP is 50. Residence time is 2.5 h. 
The two-cell and multiple-cell models with the flash evaporization mechanism are identified 
as Model 1 and Model 2, respectively. Model 3 and Model 4 refer to the two-cell and 
multiple-cell models with the penetration theory, respectively. 
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Figure 6 Effect of feed DP on product DP. Shaft speed is 2.12 rpm. Residence time is 
2.5 h. The two-cell and multiple-cell models with the flash evaporization mechanism are 
identified as Model 1 and Model 2, respectively. Model 3 and Model 4 refer to the two-cell 
and multiple-cell models with the penetration theory, respectively. 

This is the reason for the increase in product DP 
and the reduction in the difference between the two- 
cell and multiple-cell models as the rotational rate 
increases. In the limit as the shaft speed is increased, 
a single-cell CSTR model is realized. Figure 5 in- 

dicates the prediction for this limit to be a product 
DP of about 90. 

Figure 6 shows the effect of the feed DP on the 
performance of the reactor. As before, the difference 
between the multiple-cell and two-cell models de- 

Model 1 
/ 

/ n n _ _  I / Model2 

5 ib 
Residence Time (h) 

45 

Figure 7 Effect of residence time on product DP. Shaft speed is 2.12 rpm. Feed DP is 
50. The two-cell and multiple-cell models with the flash evaporization mechanism are 
identified as Model 1 and Model 2, respectively. Model 3 and Model 4 refer to the two-cell 
and multiple-cell models with the penetration theory, respectively. 
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creases as the shaft speed increases. The difference 
between the two types of models also decreases as 
the feed DP increases. This can be attributed to the 
fact that the same reactor pressure was used in all 
cases. This means that the results with higher feed 
DPs tend to approach reaction equilibrium more 
closely and thereby diminish the relative effect of 
the transport resistances. 

The effect of residence time is demonstrated in 
Figure 7. Again, differences between the two-cell and 
multiple-cell models are more pronounced at the 
lower rotation rate. Also, once again, the model pre- 
dictions tend to converge as reaction equilibrium is 
approached. Although it appears that the two pen- 
etration theory models diverge as the residence time 
is increased, the difference between the relative 
change in DP (between feed and product) actually 
decreases. 

The results in Figures 5-7 consistently show that 
the penetration theory predicts an unrealistically 
low rise in the degree of polymerization (DP) for a 
typical reactor used in the PET manufacturing pro- 
cess. At the same time, the flash evaporation model 
gives reasonable results. For example, Yokoyama et 
al.’l reported a DP rise from 50 to 100 in less than 
1 h at 553 K (280°C) and 0.08 kN/m2 (0.6 Torr) 
using a helical ribbon agitator. This suggests that 
the use of a penetration theory approach is inap- 
propriate. This conclusion will be mitigated if com- 
mercial reactors achieve better mixing between the 
liquid pool and film or if bubbles formed when the 

static head is removed are entrained in the film re- 
turning to the liquid pool. 

MODEL VERIFICATION 

Reactive experiments have not been conducted as 
part of this study. Therefore, the model predictions 
have not been verified directly. Instead, the rate of 
degassing of dissolved carbon dioxide from the sim- 
ulation fluid in the mixing apparatus has been com- 
pared to the predictions from a nonreactive model. 

Degassing experiments were performed by first 
saturating the fluid in the mixing apparatus with 
carbon dioxide and then removing the carbon diox- 
ide by sweeping nitrogen gas through the head space 
in the apparatus. The concentration in the outlet 
gas stream was measured using a carbon dioxide gas 
analyzer (Siemens Model Ultramat 21p) that can 
measure concentrations from 0 to 1000 ppm. The 
concentration of carbon dioxide is plotted against 
time in Figures 8 and 9 for two sets of experimental 
conditions. When the concentration of carbon diox- 
ide in the exiting gas stream reached about 500 ppm, 
the flow rate of the nitrogen gas was lowered in order 
to maintain the response near the center of the an- 
alytical range. This caused the periodic sharp rise 
in the concentration of carbon dioxide. 

Both the two-cell and multiple-cell models were 
used to predict the results from the degassing ex- 
periments. The model is analogous to the reactive 
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Figure 8 Comparison of the degassing data simulated by the two- and multiple-cell 
models with the experimental data for a shaft speed of 3 rpm, fluid volume of 1140 cm3, 
and fluid viscosity of 57,500 cp. 
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Figure 9 Comparison of the degassing data simulated by the two- and multiple-cell 
models with the experimental data for a shaft speed of 6 rpm, fluid volume of 1140 cm3, 
and fluid viscosity of 57,500 cp. 

simulations with the exceptions that the reaction 
terms are omitted, that penetration theory is used 
exclusively for cell 1, and that an additional mixing 
cell is included to model the behavior of the gas held 
inside the mixing apparatus. The material balance 
for cells 2 and 3 are 

where the subscript 4 indicates carbon dioxide. The 
penetration theory model (without reaction) can be 
solved analytically to give 

The gas-phase mixing cell is governed by 

where the subscript g refers to the gas phase and Q, 
is the flow rate of gas into and out of this cell. 

Experimental values for the diffusion coefficient 
of carbon dioxide in an aqueous polyacrylamide so- 
lution have been reported up to a concentration of 
0.3 wt % . 2 2 3 2 3  Under these conditions, the diffusivity 
is close to that in pure water. The value of diffisivity 
in pure water is 1.8. lo-' m2/s, whereas the maxi- 
mum value in an aqueous polyacrylamide solution 
is 2.289. m2/s in the range of concentrations 

studied. The value for diffusivity of carbon dioxide 
in the fluid used in the simulation was taken as 
2.0. lo-' m2/s based on these results. (The maxi- 
mum concentration used in the mixing experiments 
was 2.4 wt % polyacrylamide.) 

The results in Figures 8 and 9 represent the best 
and worst agreement between the experiments and 
the multiple-cell model among eight experimental 
trials reported el~ewhere.~ In either case, the agree- 
ment is acceptable and the distinction between the 
two-cell and multiple-cell models clearly favors the 
multiple-cell model. Among other possibilities, the 
disagreement between the experiments and multi- 
ple-cell model predictions may be due to inaccuracy 
in the diffusivity value, due to the assumption that 
the head space is well mixed, or due to the appear- 
ance of dead zones in the liquid volume. It is im- 
portant to note that the appearance of dead zones 
cannot be established by the experimental technique 
used here since the particle being tracked will, by 
definition, not enter a dead zone. 

CONCLUDING REMARKS 

The approach presented in this article is a workable 
solution to a complex modeling problem. It is par- 
ticularly attractive due to the fact that the mixing- 
cell configuration is established by the mixing data 
directly rather than by applying intuitive simplifi- 
cations. This advantage comes at the price of having 
to generate mixing data. Although not completely 
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verified by experiment, the model predictions are 
useful. Limited mixing in the bulk liquid pool ap- 
pears to have a significant impact on the overall 
reactivity in many cases. 

N O M E N  C LAT U RE 
surface area of the disc above the fluid level 
in the reactor 
scaled-up surface area of the disc above the 
fluid level in the reactor 
concentration of the ith component in equi- 
librium with the vapor 
concentration of the ith component in the feed 
average concentration of the ith component 
in the fluid coming from cell 1 
liquid-phase concentration of the ith chemical 
component in the j t h  cell 
diffusivity of the ith component 
scaled-up diameter of a disc-ring reactor 
diameter of the mixer 
forward reaction rate constant 
dimensionless rate constant 
equilibrium constant 
film thickness on the disc 
number of observations for cell j 
shaft speed 
scaled-up shaft speed 
average molar flux of the condensation 
product 
number of mixing cells 
number of times the particle travels from cell 
j to cell k 
volumetric flow rate of the feed or product 
streams 
total volumetric flow rate entering or leaving 
cell j 
volumetric flow rate of gas through the mixing 
apparatus 
volumetric flow rate from cell j to cell k 
scaled-up volumetric flow rate from cell j to 
cell k 
reaction rate 
rate of formation of component i in mixing 
cell j 
reactive end group 
polymer repeat unit 
condensation product 
total exposure time on the surface of the disc 
current exposure time on the surface of the 
disc 
time the particle enters cell j corresponding 
to the p t h  observation for cell j 
time the particle exits cell j corresponding to 
the p t h  observation for cell j 

Vj 
Vg 
v, 
VM 
n 
rm,, 

volume of mixing cell j 
volume of the gas in the mixing apparatus 
scaled-up volume of mixing cell j 
total volume of fluid in the reactor 
distance from the surface of the film 
mean residence time of fluid in cell j 
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tional Science Foundation under Grant CBT-8808709. 
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